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CIRCULATION MODEL EXPERIMENTS OF THE GULF STREAM
USING SATELLITE-DERIVED FIELDS

1.0 INTRODUCTION

The western boundary current regions of the oceans represent domains of high variability and
considerable eddy activity. They are not adequately sampled by in situ measurements or by one
single-beam satellite altimeter (Hurlburt 1986; Kindle 1986) to permit accurate, instantaneous estimates
of sea surface topography. They are also regions of strategic importance, both economically and
militarily. The development of numerical models of the North Atlantic (Thompson and Schmitz 1989)
capable of reproducing the measured variabilities, large-scale circulations, and eddy activity has
given us the confidence to proceed with the construction of a system that will use such models to
dynamically interpolate the asynoptic measurements available. This capability will thereby provide
improved nowcast and forecast capabilities.

The Data Assimilation Research and Transition (DART) Project at the Naval Research
Laboratory (NRL), developed a modular end-to-end nowcast/forecast system. This system maxi-
mizes the use of existing operational Navy analysis and forecast modules. When fully implemented,
the system outlined in Fig. 1 will continuously assimilate satellite and in situ data (including
expendable bathythermographs, or XBTs, and temperatures inferred from acoustic tomography)
into a set of coupled models that define the circulation, the gross thermal structure, and the fine
mixed layer structure of the ocean. All the models-respectively known as the Ocean Circulation:
Evolution, Assimilation and Nowcasting System (OCEANS); the Optimum Thermal Interpolation
System (OTIS); and the Thermodynamic Ocean Prediction System (TOPS)-were developed at Navy
laboratories and operational centers. All have become standard in several, as-yet uncoupled,
Navy operational modules. The DART Project focuses its efforts on linking these modules into a
viable nowcast/forecast system that will operate in both the central site and shipboard environments.

To provide a baseline against which to measure future progress, a preliminary Gulf Stream
version of the system (hereafter referred to as OCEANS/GS, version 1.0) was constructed. The
forecast skill of this system was evaluated using synoptic datasets that define the evolution of
the Gulf Stream front and rings during a series of five 2-week reference periods beginning in late
1986 and ending in mid-1988. These reference datasets were jointly developed by NRL and Harvard
University for an evaluation of the Harvard GulfCast system (Robinson et al. 1987) by Commander,
Naval Oceanography Command (COMNAVOCEANCOM). The evaluation was done in mid-1989
and was presented to the COMNAVOCEANCOM Interim Model Review and Evaluation Panel
(CIMREP) in December 1989. Figures 2 and 3 and Table I summarize the results of this evaluation.
It was found that the DART Gulf Stream system provided a significant forecast enhancement in the
Gulf Stream frontal location over persistence (the assumption of no change) for at least 2 weeks
(the extent of the evaluation periods), but the GulfCast system did not.
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Fig. ! -- Schematic of the complete DART OCEANS/OS nowcasalforecast system. See Fig. 4 for a diagram of the
subset of this system which was evaluated in this report.

Figure 4 highlights the components of the QCEANS/GS 1 .0 system used in this evaluation.
XBT and muitichannel sea surface temperature (MCSST) data were used to provide front and eddy
information. The OTIS feature model software was then used to convert this information into a
three-dimensional thermal volume, which is integrated into a dynamic height at the surface. This
height field is used to initialize a circulation model forecast. Details on this procedure are given
in the following sections.

Considerable effort went to examining the sensitivity to errors in the initial state of the DART
forecast. Section 4.3 describes the procedure whereby the accuracy of the initial states was
estimated. Each initial state was then modified to yield a series of several alternate but equally valid
representations of the positions of the axis and eddies. Forecasts were made with each of these
initial states to isolate regions where forecasts were (and were not) sensitive to errors in the initial
state. The results of these experiments suggest the value of a Monte Carlo approach to performing
forecasts.

Section 2 summarizes the results of the evaluation of OCEANSIGS 1.0. it compares the skill
of this system against persistence and the previous version of the Navy Operational Gulf Stream
Forecast System (NOGUFS) (Rhodes and Hoton 1990) product. Section 3 gives details on the
construction of the initial states and the mechanics of performing the forecasts. Section 4 examines
the accuracy of the initial states and the effect of the errors on the forecasts. Last, Section 5

discusses computer resource issues.
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Fig. 2 - NOGUFS forecast skill compared to persistence. Version 2.0 is the DART system described
in this report. Versions 1.0 through 1.3 represent earlier versions which were based on the Harvard
GulfCast system. Forecast skill using the research grade datasets are labeled "CIMREP." When applied
to a set of operational data (labeled "NAVO"), the DART system continued to show skill relative to
persistence.
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Fig. 3 - NOGUFS forecast skill expressed as a percentage of Persistence (showing the range of operational
enhancement), comparing the earlier versions (l~x. based on GulfCast) to 2.0 (DART). See Fig. 2
caption for details.
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Table I - Statistical Significance of Forecast Results

Analysis of Forecasts

DART OCEANS/GS 1.0 NOGUFS 1.3 (GulfCast)

Period MEAN StdErr P(typel) P>0 MEAN StdErr P(typel) P>O

I Week 4.5 km 2.2 krn 0.007 0.978 1.9 km 3.4 km 0.742 0.705

2 Weeks 8.1 km 3.7 km 0.125 0.987 -7.1 km 6.2 km 0.375 0.128

Analysis of the degree to which each model beats persistence for I- and 2-week forecasts over the region from 73°W to
53°W. To show significant skill, the mean must be positive and the P(type I) value must be small. See Sec. 2.3 for
discussion.
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Fig. 4 - Schematic of the version of the DART OCEANSIGS forecast system as evaluated in this report.

This report is not an evaluation of the Harvard GulfCast system. But because NOGUFS 1.0 was
based on that model, comparisons are both inevitable and appropriate. For details on the Navy's
evaluations of GulfCast, the reader is referred to Rhodes and Heburn (1990) and to Rhodes and
Horton (1990).

Since the version of the GulfCast model as originally delivered by Harvard was unable to
provide forecasts that were better than persistence when applied to operational datasets, NRL, the
Naval Oceanographic Office (NAVOCEANO), and Harvard University jointly made several changes
in an attempt to improve its forecast skill, denoted by versions 1.0 through 1.3 of NOGUFS



6 Fox, Carnes, and Mitchell

(Rhodes and Heburn 1990; Rhodes and Horton 1990). Version 1.3, referred to as the "9-level,
intermediate, extended domain" model, nominally showed the greatest forecast skill of the four
versions, so it was chosen for the comparisons made in this report.

2.0 RESULTS OF EVALUATION

In this section, we summarize the results of the evaluation of the DART OCEANS/GS 1.0 in
comparison to persistence and to the previous version of NOGUFS, which was based on
Harvard's GulfCast system. We present these results prior to a complete description of the DART
OCEANSIGS 1.0 system (see Sec. 3).

2.1 Forecast Experiments

To provide a "level playing field" in the arena of ocean forecasting, a set of reference data
(i.e., Gulf Stream frontal locations) was created for a subset of the Gulf Stream region. Before any
forecasts had been done, representatives from NRL, Harvard University, and a contractor third
party) examined the existing data over the preceding 3 years to define several periods of at least
2 weeks during which accurate positions of the Gulf Stream axis and eddies could be constructed.
Clear satellite infrared imagery was required and, in most cases, XBTs and Geosat altimetry (Born
et al. 1987) was used to refine the locations of the features. Table 2 lists the eight 1-week and five
2-week forecast periods extracted from this dataset.

The primary evaluation criterion was the mean absolute distance between forecast locations of
the Gulf Stream front and the actual (or verification) locations. Forecast error was computed as the

Table 2 - Dates Used to Initialize and to
Verify Forecasts

1-Week Forecasts 2-Week Forecasts

Initial State Verification Initial State Verification

11/26/86 12/03/86 11/26/86 12/10/86

04/08/87 04/15/87 04/08/87 04/22/87

04/15/87 04/22/87 04/22/87 05/06/87

05/06/87 05/13187 05/06/87 05/20/87

05/13/87 05/20/87

07/08/87 07/15/87 07/08/87 07/22/87

07/15/87 07/22/87

05/04/88 05/11/88

'R. Crout, Planning Systems, Inc., Slidell, LA.
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average absolute offset between the forecasted position of the axis with the position given in the
verification state. (Details of this methodology are given in Sec. 2.2) Persistence, the assumption
of no change over the forecast interval, was used as a comparison reference in judging forecast skill.
For a model to have any significant skill in forecasting, the error in its forecast (the forecast
error) must be less than the error obtained by using the initial state as the forecast (the persistence error).

To examine the degree to which this small number of states was representative of the Gulf
Stream as a whole, persistence errors were computed both from these states and from a 1-year
series of weekly frontal positions prepared at the Naval Eastern Oceanography Center (NEOC).
Figures 5 and 6 show (among other things) histograms of the computed persistence errors for
1- and 2-week delays and verify (by comparison with an annual time series of NEOC frontal axis
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Fig. 5 - (a) Histogram comparing persistence errors in the reference datasets to those computed from a year of NEOC front
locations. (b) Comparison of the distribution of forecast error from the DART system and NOGUFS. This figure uses data
from the I -week forecast periods.
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Fig. 6 - (a) Histogram comparing persistence errors in the reference datasets to those computed from a year of NEOC front
locations. (b) Comparison of the distribution of forecast error from the DART system and NOGUFS. This figure uses data
from the 2-week forecast periods.
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maps) that the reference evaluation states probably are representative of the Gulf Stream. The
distributions of persistence error for the NEOC and the special CIMREP evaluation cases can be
compared using standard statistical methods (Crow et al. 1960). Table 3 shows the 95% confidence
range for the difference between the means of the two populations. The only region in which this
range does not include zero is in the east, where the stream is the most variable. Even in this region,
however, reducing the confidence level to 90% will result in a range that includes zero. We can thus
be fairly confident that the CIMREP reference states are typical of the Gulf Stream.

It should be noted that the NEOC boguses were the routine operational product, they generally
did not include as much information as was available for the evaluation reference dates.

2.2 Verification Methodology

As mentioned in the previous section, the forecast skill of the model was quantified by com-
puting the average absolute offset between the position of the Gulf Stream axis in the model
forecast and in the verification state for that day.

Table 3 - Analysis of Differences Between Distributions
of Persistence Error Computed from the NEOC Boguses
and the CIMREP Cases, Showing that the CIMREP Cases
are Representative

1-Week Persistence Errors (kin)

CIMREP NEOC
Cases Cases Difference
(N = 8) (N = 49) (95% Confidence)

Region Xic OC i, aYN kc - 4N

West 22.7 11.9 26.3 14.4 -3.7 ± 10.5

Center 29.0 12.7 26.5 10.4 2.5 ± 8.1

East 35.7 21.4 26.9 7.3 8.8 + 7.8

Overall 29.4 10.9 27.2 5.5 2.3 t 4.9

2-Week Persistence Errors (kin)

CIMREP NEOC
Cases Cases Difference

(N = 5) (N = 48) (95% Confidence)

Region Xc oC 4jy ON ic - 4

West 30.3 15.3 32.9 17.5 -2.6± 15.9

Center 37.8 14.1 30.4 13.4 7.4± 12.3

East 48.7 22.9 35.5 7.6 13.2 ± 9.3

/yOverall 39.4 11.3 33.3 10.3 6.1 ±9.6
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This offset was chosen as the prime evaluation criterion rather than pattern correlation because
of the nature of the initial and verification states. Figure 7 shows a sample initial state derived by
a method that uses simple models of the Gulf Stream and eddies (feature models) and that tends
to be somewhat cartoon-like or schematic in character. Figure 8, by comparison, shows a field from
a model simulation run. Many small recirculation features present in the forecast (and in the real
ocean) are not present in the feature model initial and verification states, which would yield low
pattern correlations even if the forecast were exactly predicting the motion of the axis and the
eddies. Further, since the limited area model of the Gulf Stream does not include the basin-scale
North Atlantic ocean recirculation, the motion of the eddies was not expected to properly forecast
either. Therefore, the evaluations described here do not address the issue of isolated ring propagation.

These considerations lead us to adopt the same evaluation criterion used by the CIMREP panel
to measure the performance of th,- GulfCast system: that is, the average absolute offset of the
precicted axis location from its "true" location (as given by the verification state).

The offset error is computed by calculating the area (in square kilometers) bounded by the two
axes being compared, then dividing by the length of the axis taken as the truth. Figure 9 shows an
example of this process. The solid line represents the axis taken from the verification state, and the
dotted line ýs the forecast starting from the previous week. The lower panel shows the shaded area
that the program computes. These computations were performed using software created by Harvard
University (Gardner 1989) and modified by the authors for use with the DART forecast system.

The model domain was divided into three subregions for the evaluations: a western region
extending from 73°W to 66°W, a central region extending from 66°W to 59°W, and an eastern
region extending from 59°W to 53 0W. The average absolute offset error was computed for each of
these subregions, as well as for the overall region, which extended from 730W to 53 0W.

450
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30* ,
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Fig. 7 - Feature-modeled surface topography from a NEOC front and eddy map for 15 April 1987



10 Fox, Carnes, and Mitchell

450

1200

3500

750 700 650 600 550 500 450W

MIN - 45.81 MAX *205.77

Fig. 8 - Plot of a sample sea surface height field from a circulation model forecast. A bias of 1.5 m has
been added to convert the field into an approximation of dynamic height for comparison with Figs. 7 and 10.
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Fig. 9 -The positions of the synthetic points generated by OTIS to generate the field shown in Fig. 7.
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2.3 Results

Table 4 shows the computed average absolute offset errors for the DART OCEANS/GS 1.0 for
each of the eight 1-week and five 2-week forecast periods. Each pair of numbers represents the
forecast error (the error between the forecast position of the axis and that given by the verification
state), followed by the persistence error (the error computed if the initial state is used unchanged
as the forecast). For comparison, Table 5 shows the same information computed using NOGUFS
version 1.3.

Table 4 - Raw Data from DART Forecasts on Reference States

DART OCEANS/GS 1.0

Forecast and Persistence Errors at +1 Week (km)

Region

Initial Forecast  Overall West Center East

FCST PERS FCST PERS FCST PERS FCST PERS

861126 861203 26.7 27.2 16.9 16.2 36.0 37.8 -na- -na-

870408 870415 22.4 22.6 23.0 18.5 10.6 16.5 31.1 30.7

870415 870422 19.5 20.4 29.0 32.2 13.1 14.4 16.1 14.8

870506 870513 20.0 38.6 13.5 58.3 18.3 19.5 29.6 35.7

870513 870520 25.0 28.7 12.7 19.0 31.2 35.0 29.8 30.1

870708 870715 25.0 26.0 30.4 29.9 19.2 18.1 25.8 29.9

870715 870722 21.5 24.2 19.0 22.5 30.2 30.5 15.6 19.0

880504 880511 21.6 29.7 10.6 14.2 25.2 39.9 27.8 27.7

Forecast and Persistence Errors at +2 Weeks (km)

Region

Initial Forecast Overall West Center East

FCST PERS FCST PERS FCST PERS FCST PERS

861126 861210 28.7 32.9 21.4 19.7 35.0 44.8 -na- -na-

870408 870422 22.5 27.9 16.6 24.0 16.1 24.5 33.1 34.0

870422 870506 24.9 24.2 28.7 25.6 17.6 12.7 24.8 30.8

870506 870520 30.4 50.7 17.4 63.1 40.5 42.5 30.5 46.6

870708 870722 27.6 30.5 23.3 31.9 31.2 27.4 26.7 30.5
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Table 5 - Raw Data from NOGUFS (GulfCast) 1.3 Forecasts on Reference States

NOGUFS 1.3 (GulfCast)

Forecast and Persistence Errors at +1 Week (kin)

Region

Initial Forecast Overall West Center East

FCST PERS FCST PERS FCST PERS FCST PERS

861126 861203 40.0 32.5 20.7 17.8 58.5 46.5 -na- -na-

870408 870415 34.1 25.6 38.2 20.7 23.2 19.0 38.8 33.5

870415 870422 28.0 23.5 30.1 35.4 21.1 17.6 31.2 17.9

870506 870513 22.8 40.5 28.2 52.5 24.5 20.9 13.4 47.5

870513 870520 23.9 31.9 11.6 24.0 28.1 35.7 30.8 33.4

870708 870715 25.3 28.5 40.1 33.4 8.7 17.6 29.2 35.0

870715 870722 31.4 26.3 27.6 26.8 43.3 35.2 23.9 16.8

880504 880511 23.1 34.5 12.7 17.6 20.3 44.0 41.2 33.8

Forecast and Persistence Errors at +2 Weeks (kin)

Region

Initial Forecast Overall West Center East

FCST PERS FCST PERS FCST PERS FCST PERS

861126 861210 38.4 38.4 44.8 21.4 31.4 53.8 -na- -na-

870408 870422 43.3 32.1 26.0 25.3 46.1 28.0 54.5 40.6

870422 870506 54.2 26.0 51.3 24.6 51.2 17.3 56.8 33.6

870506 870520 43.4 52.1 37.1 60.8 48.6 43.0 41.7 54.2

870708 870722 40.3 35.6 25.8 35.9 50.6 36.8 41.6 31.9

The quantity being analyzed in each case is the difference between the error in the model
forecast and the error in the persistence forecast. Positive differences indicate that the model forecast
is better than persistence and that negative differences occur when the model forecast is worse than
persistence. Since the two models integrate different variables, the stream axis is defined differently:
the zero-line of the stream function in the uppermost level in the case of the GulfCast quasi-
geostrophic circulation model, the zero contour of the field of upper layer pressure anomaly in the
case of the DART primitive equation circulation model. Since each model defines the axis slightly
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differently, consistency was maintained by comparing each model forecast to its own estimate of
persistence.

Both the initial and verification states contained errors, an issue addressed in Sec. 4; however,
the forecast skill is computed with the assumption that the axis positions are known exactly.
Since the initial states were prepared by a third party who had no foreknowledge of how the stream
should evolve, there is no reason to believe that these initial states should favor one model over
the other. In fact, the initial states for these particular tests use stream axis location, which the
GulfCast feature model accepts directly.

The DART system, however, was designed around operational Navy products. One of these
modules, the OTIS feature model, requires the north wall of the stream rather than the axis. The
transformation from axis to north wall was done simply by translating the axis a fixed number of
kilometers normal to its original position. If anything, this procedure caused somewhat of a disadvantage
to the DART forecast results but only for these specially prepared test cases. The operationally
produced front and eddy maps (such as those prepared by NEOC and NAVOCEANO) provide the
north wall directly, which eliminates the need for this translation and thereby eliminates a possible
source of error in the proposed operational version of DART.

Table I presents a summary of the forecast skill of the DART OCEANS/GS 1.0 and of version 1.3
of NOGUFS. Given the relatively small number of standard cases used to evaluate the models, a
matter of particular relevance is the degree of confidence or statistical significance to attach to the
results. Table I addresses this issue directly and will be described more fully in the following
paragraphs; in summary, however, the table shows that while the DART OCEANS/GS 1.0 model
forecast error is significantly less than the persistence forecast error for both I - and 2-week forecasts,
the NOGUFS 1.3 model forecast error is not significantly less than the persistence forecast error
at I week and is actually significantly greater than persistence error for 2-week forecasts.

To attach true statistical significance to the results, the raw data presented in Tables 4 and 5
were analyzed using standard statistical methods, the SAS procedure UNIVARIATE (SAS
Institute 1988). Since the number of experiments was small, the distributions could not confidently
be assumed to be Gaussian, so nonparametric estimates (based on the actual distribution of the data
being analyzed) were used.

The "Mean" column in Table I is the difference between the error in the model forecast and
the error in the persistence forecast. A positive number indicates that the model error is less than
persistence error by that number of kilometers. A negative number indicates that the model error
is greater than persistence error. The "Std Err" column is an estimate of the standard error of that
mean. The third and fourth columns are estimates of the significance of the results. The third
column, P(type I), is the probability of making a Type I error: that is, the probability that in the
given small sample, the computed difference between the forecast and persistence error is nonzero,
when in fact there is no difference. The fourth column, P>0, is the probability that the mean is
positive: that is, the average probability that the model forecast will beat persistence. It is computed
from the mean and the standard error of the mean and from the assumption that at least the estimate
of the mean is normally distributed. It is the integrated area under the distribution of the mean
from zero to positive infinity. A value of 100% here would mean that the model would
certainly beat persistence on the average. A value of 0% would mean that the model would certainly
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NOT beat persistence on the average, and a value of 50% would mean a toss-up, with the errors
in the model forecast and persistence being the same.

As an example, in the i-week forecasts, the NOGUFS 1.3 model beats persistence by 1.9 km,
but the standard error of this mean is 3.4 km. indicating that the result is probably not significant.
The probability that the mean is positive (and therefore that the model beats persistence on the
average) is 71%, but remember that the 50% level is where the model and persistence become a
toss-up. Using the original data distribution, the probability of making a Type I error is 74%,
indicating that the null hypothesis (that the model is not significantly different from persistence)
cannot be ruled out. The DART model for this same period beats persistence by 4.5 km, and the
standard error of this mean is only 2.2 kin, which results in a 98% probability (on the average) that
the model will beat persistence and a <1% chance of making a Type I error. Thus, even though both
models nominally beat persistence at I week on the average, only the DART results are statistically
significant.

Figures 5 and 6 present an alternate way to visualize the skill of the forecast systems in
comparison to persistence. Along with verifying that the reference states are representative of the
Gulf Stream system (see Sec. 2.1), they also provide a visual confirmation of the facts presented
in Table 1. In particular, the relatively wide, scattered distribution of the forecast errors for the
GulfCast model and the relatively narrow distribution of the DART forecast errors clearly show
why the DART forecast results achieve statistical significance, but the GulfCast results do not.
Even though GulfCast nominally beats persistence at I week on the average, the distribution of
forecast errors is so large that this result is not significant.

In summary, Figs. 5 and 6 and Table I explicitly show that the GulfCast model does not beat
persistence in a statistically significant way at I week, and loses to persistence in a significant way
at 2 weeks. The DART OCEANS/GS 1.0 model beats persistence in a statistically significant
way at both I and 2 weeks.

3.0 DART GULF STREAM NOWCASTIFORECAST SYSTEM

In this section, we provide a detailed description of the DART OCEANS/GS run stream as
diagrammed in Fig. 4. The procedure used to initialize and run the DART OCEANS/GS forecasts
begins with the subjective preparation of an initial Gulf Stream frontal location map (see discussions
in Sec. 3.1). This manually prepared map blends frontal location information contained in satellite
infrared imagery, satellite altimetry, and any available bathythermographs into a continuous depiction
of the surface frontal location. These maps are the common starting line for GulfCast, DART
OCEANS/GS and persistence runs. For the DART OCEANS/GS, an offset is applied to these
surface frontal locations to approximate north wall positions (see Sec. 3. 1 ). The resulting continuous
depiction of the north wall location is then run through the OTIS 2.1 Feature Model software. The
software provides an initial state estimate of the dynamic height, and the estimate is then converted
directly to an upper layer pressure anomaly (Pl) in the NRL primitive equation circulation model.
Scaling between OTIS dynamic height and model p, is necessary to correctly represent the trans-
port in the model's thick upper layer (see Sec. 3.2). The initial lower layer pressure field (P2) is
derived from the initial pi field using a statistical inference technique based upon the circulation
model's climatology (see Sec. 3.4). Together, p, and P2 are then used to provide for geostrophic
initialization of the circulation model (Sec. 3.5). For a brief interval immediately following these
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"cold-start" initializations, a gravity wave filter is applied in the circulation model run (Sec. 3.6).
Finally, the Pi = 0 contour in the model's forecast state is used to define the forecast frontal
location for direct comparison with independent verification frontal location maps.

Much of the success in these cold-start DART OCEANS/GS forecasts is a result of the several
techniques used to directly and instantaneously transfer upper layer information into the lower layer
of the circulation model. These techniques are described chronologically in the following sections.

3.1 Feature Model

Surface topography maps are used to initialize the circulation model and to verify the forecasts
prepared using the regional OTIS. OTIS was developed primarily at the Fleet Numerical Oceanography
Center (FLENUMOCEANCEN), with contributions from NAVOCEANO and NRL (Cummings 1989;
Clancy et al. 1988; Bennett and May 1988; Bennett et al. 1988). OTIS is a data quality control and
interpolation system that combines climatology, maps of front and eddy boundaries, MCSSTs,
and measured temperature profiles to form gridded three-dimensional synoptic thermal analyses for
selected ocean regions. A reduced set of the OTIS system capabilities was used in this study: the
surface topography maps were produced using maps of front and eddy positions as the only data
source. The OTIS software interprets these maps and applies models for the Gulf Stream front and
eddies to form a gridded three-dimensional field of temperature. Relative dynamic height at the
surface is then computed directly from the grid of temperature profiles using relationships derived
from analysis of regional historical temperature and salinity datasets.

The front and eddy maps delineate the path of the Gulf Stream and the radial fringes of rings.
These maps were prepared from composites of infrared images, AXBTs, and Geosat altimeter data
for each required analysis date. The periods used in this study were selected based upon the
availability of large numbers of AXBTs and particularly because of the relatively small amounts of
cloud coverage. Images nearest in time to each analysis period were obtained from Channel 4 of the
Advanced Very High Resolution Radiometer. The images, which are available four times per
day, were displayed on an image processing system. The positions of the surface thermal front
boundary were extracted and stored manually by an operator using an interactive cursor. Positions
were also extracted from previous images, if possible, when portions of the Gulf Stream or eddies were
obscured by clouds on the primary infrared image. Although images could be displayed at the full
I-km resolution, system operators suggest that the accuracy of the frontal position extraction process
is about 5 km. Altimeter-derived measurements of surface topography were processed using the
NRL Geosat Ocean Applications Program (Lybanon and Crout 1987).

After receiving instrument-error corrected altimeter data from the Applied Physics Laboratory
at Johns Hopkins University, further processing is done to remove tides and electromagnetic bias.
The initialization and verification dates were chosen during periods when there were little or no
cloud cover, and altimetry was used only to precisely locate the Gulf Stream, which has a very
strong signal. Consequently, no correction for the effects of atmospheric water vapor was performed.
Finally, estimates of the ocean surface topography are computed by removing the geoid height
deviation using the high-resolution geoid prepared by NAVOCEANO. However, since the along-
track topography profiles are used only to identify positions of mesoscale features, no attempt is
made to correct for the long-wavelength orbit height error. The processed height profiles were then
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displayed along Geosat ground tracks on the video processing system with a recent infrared
image displayed in the background. The edges of the front and of eddies were determined from the
height sections and stored digitally.

AXBT data used in this study were collected from four sources: FLENUMOCEANCEN. NEOC,
the National Oceanographic Data Center (NODC), and the NRL Regional Energetics Experiment.
Each profile was classified by its thermal structure as being located north, south, or within the Gulf
Stream, or within a cold- or warm-core ring.

All data for each analysis date were combined onto a single map, which consisted of frontal
path segments from infrared, locations of front and ring crossings from altimetry, and AXBT
locations coded according to water type. An unbroken frontal path, located from the western to the
eastern boundaries of the model domain, was hand-drawn through the composite data set and then
digitized, and ring radii and center locations were extracted. Figure 7 is an example of a front and
eddy map prepared for 15 April 1987 that shows the position of the surface thermal front of the
Gulf Stream and several warm- and cold-core rings.

OTIS produces on the order of 2000 temperature profiles (synthetic profiles) positioned at
selected gridpoints throughout the analysis domain. A typical distribution of synthetic profile positions
is shown in Fig. 9. Each is derived from models of the Gulf Stream, the rings, and the background
water structure using the front and eddy map as a guide. Most synthetic profiles are positioned in
the stream, the eddies, and in a band on either side of the stream. The distance between profiles
is roughly proportional to the expected temperature covariance length scales at each position.

OTIS uses parametric models of the Gulf Stream front, eddies, and the ambient background.
These models were developed from a combination of historical observations, simple dynamical
models, and information obtained from published studies. The background temperature field TAMR(Z)
is prepared, first by modifying the gridded temperature climatology, TCl (z). with a water-
mass-based gridded climatology, TWM(z), such that

TAMB (z) = TCLN (z) + (Twm (z) - TCN (z)) e-(DIL)2  (I)

at gridpoint j at position (x,. Y), where x is the longitude and 'v is the latitude at the gridpoint. I),
is the shortest distance from position j to the front; L = 300 km is a length scale that controls the
blending of the two climatologies, TCLM is the temperature profile from the Generalized Digital
Environmental Model (GDEM) (Teague et al. 1990) and from the Navy Standard ocean climatology,
interpolated to the gridpoint and to the analysis day; and TWM is a temperature profile from a
seasonal water-mass database that contains averages of the most frequently occurring profiles found
nearby but outside either side of the front. The effect of this blending is to remove the broad
climatological Gulf Stream front from GDEM and replace it at all depths with a step transition,
AT WU = TSargasso - TsioPE along the path of the north wall. The temperature on each side of the
step is then blended smoothly outward into the GDEM climatology. The broad Gulf Stream front
of the unaltered GDEM climatology is displayed in the plot of dynamic height (0/2000 dbars) for
15 April (Fig. 10).
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Fig. 10- Interpolated GDEM climatology for 15 April 1987.

The step transition across the front is replaced using a cross-sectional Gulf Stream front model.
This model varies with shortest distance to the north wall, depth, distance downstream along the
front, time of year, front curvature, and temperature difference across the step front at each depth.
The model front is also designed to approximately conserve potential vorticity as the stream cur-
vature changes along its path.

The Gulf Stream front model is given by

AMB WT(z)=T (z) - AT WMF(z) + C (z) (2)

where TAMB is computed by Eq. (1), TWM is the temperature difference across the step front,

= e- ( x(z)/W(z))'xf(z) ; 0F(z) ={ (3)
] Xf (Z) < 0

produces the smooth temperature transition, and

C(z) = (Cmin + Cmax (1 + e (-(PIPw) 2) cos((t - 62)n/180)))e(-(xf(z)IWc) 2 -(dzC)2) (4)

inserts the near-surface warm core of the stream.
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The term

xf(Z) = Dj - xo(z) (5)

is the distance south of the northern extent of the front. The northern edge of the subsurface-
modeled front slopes away from the surface boundary location according to

SzlSZb) Z Zb 25

Ao( Z) = ( I - (ze Izb))( I - e: - )/:')s Zb !5 Z !5 Zb ÷2Z 6

S(I - (ze IZb)OS z > Zb + 25z,

where the depth scales are z, = 6 zj. Zb = 20zl, z, = z, I+ Zj2 cos ((W - 31)7O/180) with t = day of year.
Z11 = 82.5 m and zi, = 42.5 m.

The front slope factor is

s = 0.02/( + 20k), (7)

where

dO
x = dp IP = P, (8)

dpP

is the path curvature of the surface front boundary curve at its closest approach to the analysis
position Ix,. y.). 0 is the path direction, and p is the distance along the path from where it crosses
27 50N.

The front width scale in Eq (4) is defined for each of several depth ranges:

20(I + 10x) z<ZmId
3o0(I + I.OX) - = mid

(22 + ZO ll11 H IO. +-ltod < l) < 2o0M

135 + O01:)Il + l•x) 200m < z < 1500m

.(50 +I( - IOyl(00)0 -11 )11 + lox) I500m<: <3000m

i51 + 0001: 111 + IOX) 1000 m<:< 5000m

The Gulf Stream near-surface warm core model, Eq (4). uses minimum and maximum
temperature differences between the ambient water and the warm core defined by
Cmin = 0 5- C'I = 2 5' The parameter that controls the weakening of the warm core down
stream is P,, = 280) km. and the width and depth scales for the warm core are 14', = 53 8 km.
Z,=18:1
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The ring model is based on two observations (Joyce 1984): that the surface of the ring rotates
as a solid body from the center out to radius R1, and that the azimuthal velocity decreases linearly
with radius from R, to R2. The current-gradient dynamic balance

v 2 a)H
fv + -- = -- , (10)

where f is the Coriolis parameter, v is the azimuthal velocity, r is the radius, and H is the dynamic
height, is integrated after substitution of the assumed velocity structure,

vR R (11)
(r-R 2 )

R 2) R :

to obtain a solution for the dynamic height,

IO+ (fwo + o))r2 05r<_R 1

HAME - (fwo+ co) R2 -(R2 - R ) 2 (fB/2 + B2/2)+
H = 22 22,(12)

(R 2 -R 1 )(JR 2 B+2R2 B )+B R2 1ln(R 1 /R2) R1 •r<R2

where

2 2 2

H0  ) HAM _fw~ R (R2 -R 1 )2(fBI2+B /2)+

(R 2 - R I )(fR 2 B+2R2 B )+B R2 In (R I/R2) (13)

and

woR 1= (14)

g1 2 R2

and W i. the angular velocity of the core, and HAMS is the dynamic height at this position before
inscrtion of the ring. In this study, we set R, equal to the surface-temperature-front radius delineated
in the front and eddy map and R2 = 1.5 R1 . The azimuthal velocity is assumed to reach a maximum
at R, of I rn/s Once the ring topography is computed. the temperature structure is derived from
a set of regional monthly relationships between dynamic height and vertical structure of temperature.
The relationships were derived (deWitt 1987. Carnes et al. 1990) from all available profiles and
were truncated to a 1000-m depth in the Navy archive database (NODC hydrographic data is a
subseti for the region bounded by 35°N to 40'N by 60'W to 75°W. All profiles, not just those
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within rings, were used. To simplify regressions, monthly subsets of profiles were first compressed
by representing them with empirical orthogonal functions (EOF) (Davis 1976; Preisendorfer 1988)

M

T(Zk) T(zk) + A AiE,(4k),k = 1, 19 (15)
j=I

and truncating to M = 2 of the 19 available terms. T is the original or estimated profile, Zk are the
19 standard depths from the surface to 1000 m, T is the mean temperature computed over all
protiles in the subset, Ei represents the EOFs computed as the eigenvectors of the temperature
covariance matrix, and Ai are the EOF amplitudes that distinguish each profile. Truncation of the
EOF series to two terms results in approximations to the true temperature profiles, and mean-square
error is less than 5%. Least-squares polynomial regression between the amplitudes and dynamic
height H was performed to find approximate relations.

3
Ai=a,+ I aHki = 1,2 (16)

k=1

The ring profiles were then derived by calculating H from Eq. (12), from which the EOF amplitudes
were computed by Eq. (16) and then substituted into Eq. (15),

The OTIS system assimilates synthetic observations, true observations taken at irregular times
and positions, and climatology to form synoptic maps using optimum interpolation (Gandin 1963;
Bretherton et al. 1976). The synthetic observations provide a high spatial resolution data set within
and near fronts and eddies, where observational data are often too sparse to resolve these features.
Also, the synthetic profiles provide subsurface information, whereas most measurements are made
only at the surface from satellites. This study uses only synthetic profiles to construct the final
temperature field. Optimum interpolation estimates the temperature anomaly T'1 at position (xj, v)
from a weighted sum

- N
j= Wil', (17)

'=|

of observed (or synthetic) temperature anomilies

S= - (18)

at positions (x,, y,). where T is the expected temperature and T is the measured (or synthetic)
temperature. The anomaly of the measured profile

P. =T I + NT = -c- , (19)

I

is composed of the true temperature anomaly plus instrument measurement error Ef minus the
Nvariability E, at wavenumbers higher than those resolved by the final interpolated grid. The weights
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W0 are derived by minimizing the squared error of the estimate 7' over an ensemble of trials, with
the result

NI JA- 'likBjk - (20)
k=1

where [A-'ik is the (ik) component of the inverse of the observation anomaly covariance matrix

Ak= T 'k= (I +N)Sk (21)

and Bjk is the covariance between the true anomaly values of temperature at the analysis position
j and the kth observation anomaly,

Bk = T'7'k= 2 (22)

For the mean value, T, we use the climatological profile from GDEM interpolated to the position
and the day of year. The instrument error variance is fixed at 12 = I°C 2 for all synthetic profiles.
Both the noise variance and signal covariance are fixed a priori and change with location, but they
are held constant within a given province. The separate provinces are the regions north of the Gulf
Stream, south of the stream, the front, and cold- and warm-core rings. The signal covariance
between two positions within the same province is defined to have a Gaussian form and may be
anisotropic.

SV = o 2 e-(eA'rxk)2 -(W,1r4)
2 1 (23)

AXi =j Ax, cos Ok + A yv sin Ok, (24)

AYj =IAy0 cos Ok + Ax 1 sin 0k, (25)

where Ax and Ay are the east-west and north-south distances between the i and j positions, 0 k is
the orientation of the major axis of correlation in province k, and Rxk and Ryk are the correlation
length scales along the major and minor axes, respectively.

In cases where the covariance is required between positions in two different provinces, the
covariance is computed as the product of the square roots of the covariance computed, first using
parameters of one province and then the parameters of the second province.

The optimum interpolation results in a three-dimensional grid of temperature covering the
domain of the grid of the circulation model. Since salinity is not available from this analysis,
dynamic heights at the surface are computed from the same relationships between dynamic height
and temperature-Eqs. (15) and (16)-used in modeling the structure of rings. The root-mean-
square error in dynamic height computed by this method is about 0.065 dyn m. Figure 7 shows an
example of the resulting dynamic height field prepared for 15 April 1987.
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3.2 Conversion of Dynamic Height to Free-Surface Anomaly

The three-dimensional, thermal optimum interpolation procedure described in the previous section
yields a map of dynamic height relative to some reference level. However, the analogous circulation
model variables are free-surface anomaly and the depth of the interface between the two layers.
Further, the spatial gradient across the Gulf Stream front implies a current that, in the ocean, will
decrease with depth. The circulation model, however, will use this same current throughout the
entire upper layer, which is nominally about 1000 m thick. Both factors imply a correction factor
(probably spatially varying), which should be applied to the height fields created by OTIS before
they are used in the circulation model.

For the sake of simplicity at this stage of development, a constant scale factor was used. Two
model forecasts were made with a factor of 1.0 (that is, no correction), and the eddy shedding and
meandering clearly occurred too fast. Additional forecasts were performed using scale factors of
0.666, 0.5 and 0.333 applied to four of the initial states. The effect of using scale factors smaller
than 1.0 is to reduce the growth rate of meanders and the rate of ring formation. The scale factor
was chosen by comparing the verification state to the daily output of the numerical forecasts.

As shown in Fig. 11, the larger scale factors result in the error between the forecast position
of the stream and the verification state reaching a minimum earlier than it should. The model
forecast at +7 days should be the best match to the verification state at +7 days. The figure shows
the best match (the minimum point of the curves) occurring somewhere around the 0.4 factor. This
figure includes data obtained after the original CIMREP evaluation. Using only those data, the best
forecast appeared to occur with a factor of 0.333, which was used uniformly in this report. Additional
studies are contemplated to further refine the transformation required between OTIS height fields
and circulation model free-surface anomaly fields and to place it on firmer theoretical ground.

The way that adjusting this scale factor affects the growth rate of meanders is shown in Fig. 12.
Each curve represents the persistence error between the initial state and the daily forecast out to
2 weeks, showing how the stream axis evolves away from its initial position. Each point represents
an average of all 8 forecast periods. For comparison, an estimate of the true meander growth rate
is also shown. This estimate was inferred from a year of NEOC weekly Gulf Stream axis locations
by a technique described in Sec. 4.3.

Note that although the overall scale factor of 0.333 provided the best forecast skill, it actually
yielded a meander growth rate that is too small. These seemingly inconsistent conclusions are an
artifact of our choice of a domain-wide, constant scale factor for converting from OTIS dynamic
height to OCEANS' free-surface anomaly. The absolute offset method of measuring errors is strongly
affected by individual events: that is, the shedding of eddies; as such it tends to be weighted in the
direction of being a measure of event prediction skill. Tuning the scale factor to minimize the offset
error yields an improved forecast of events, but at the cost of a degraded forecast for the normal
meanders. More technically correct methods of converting between dynamic height and free-surface
anomaly are being pursued in DART. Some of these artifacts will probably be reduced and the
forecast skill of the system improved even further.

3.3 Circulation Model

The basic circulation model used in this study is documented in Hurlburt and Thompson (1980)
and Walicraft (1991). Applications of the model are described in Thompson and Hurlburt (1982),



Circulation Model Experiments of the Gulf Stream Using Satellite-Derived Fields 23

0

? -2

LUJ

0
LU

0

Uj SCALE FACTOR
_____.200

--- -- -- -333
0 .400

U..0

.666

II t I

0

? -2

CL

I.-

LUJ

0

U" SCALE FACTOR

200%

-. 400

.666

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
FORECAST INTERVAL (days)

Fig. I I -(a) Day-by-day comparison of the forecast to the veri fication state at + I week, showing how
the evolution of the stream axis (as measured by the average absolute offset error) changes with the choice
of scale factor used to convert from dynamic height to free-surface anomaly. (b) Same, but for 2-week
forecasts and verifications.



24 Fox, Carnes, and Mitchell

40

-e30

0

LAJ

I.-
U.'

W/

U/

L"" 2o. 
°

U-

1" 0 NA59 MODEL.

0

20 . f I-I I
036-11

CP-- /

- - - - - -- - - - - - - - - - - - - - - - - - - - -- - - - - - - - - - - -.6 6 6 F O R E C A S T
/ ,•/ /".500 FORECAST

/ "'" -"- .333 FORECAST

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
COMPARISON INTERVAL (days)

Fig. 12 - The effect on the meander growth rate of changes in the scale factor used to relate dynamic height to the free-
surface anomaly. For comparison, the meander growth rate estimated from a year of NEOC boguses is also plotted. See
Sec. 3.2 for a discussion.

Hurlburt and Thompson (1984), and Thompson and Schmnitz (1989). It is an n-layer, primitive
equation model covering the region from 78'W to 45°W and from 30'N to 45°N (roughly from
Cape Hatteras to the Grand Banks). It includes large-amplitude bottom topography (Fig. 13). The
model domain was chosen so that the variability in the location of the Gulf Stream entrance into
the domain would be small. Figure 14 shows a plot of weekly axis locations taken from a year of
NEOC boguses. The outlined box in the plot represents the circulation model domain. The rela-
tively small variability in the position of the Gulf Stream axis where it enters the model domain
permits the inflow to be specified at a fixed location south of Cape Hatteras. The version of the
model used in this evaluation included two layers, with a deep western boundary current (Thompson
and Schmitz 1989) supplied by an inflow port in the northeastern part of the lower layer. The model
used in these experiments is on a spherical grid with a resolution of 1/60 in longitude and 1/80 in
latitude, which represents a spatial sampling of approximately 14 km in each direction at the center
of the grid.

Since layer thickness is included among the model variables, fluctuations of the pycnocline can
be modeled by changes in the depth of the interface between the upper and lower layers. The layer
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Fig. 13- Seafloor topography used in the NRL North Atlantic regional circulation model.

thickness permits a more efficient representation of the dominant dynamical modes in the domain
than is possible with a model that uses fixed thickness levels. This was deemed of particular
importance in these experiments, due both to the manner in which we initialize the lower layer
(described in detail in the next section) and the number of experiments contemplated.

3.4 Statistical Inference of Subthermocline Information

Information on the subthermocline is extremely valuable in forecasts based on numerical
simulations of the Gulf of Mexico (Grant and Hurlburt 1985; Hurlburt 1987) and the Gulf Stream
(Fox et al. 1988; Hurlburt et al. 1990).

In the NRL two-layer ocean circulation model, the sea surface height anomaly (11) and the
pycnocline depth anomaly (h"') are related to the upper and lower layer density-normalized pressure
anomalies (p, and P2) by

Tl =pllg (26)

h', = (PI -P 2)/g' (27)

where g is the acceleration due to gravity, g' = gAp/p is the reduced gravity resulting from stratification,
and p is the density of seawater.
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Fig. 14 - Variability in the location of the Gulf Stream frontal axis displayed by plotting a year of NEOC weekly front
locations. The inner box represents the domain of the circulation model.

Long model simulations are used to derive statistical relationships between the subthermocline
pressure at any given gridpoint in the model and the surface pressure at an array of gridpoints. In
the present experiments, the model was spun up from rest for 17 model years, at which time both
layers reached statistical equilibrium as measured by the potential and kinetic energies.

Five years of monthly fields were then used to derive EOF regression coefficients. Parameters
that control this derivation are chosen to maximize the skill in estimating the lower layer pressure
in an independent dataset. That is, coefficients are derived from one run of the model and are used
to estimate the lower layer in an independent run. In the cases of the Gulf of Mexico (Hurlburt
et al. 1990) and the Gulf Stream (Fox et al. 1988), the lower layer pressure anomaly from the model
simulations can be accurately estimated by such techniques. Figure 15 shows an example of using
these coefficients to estimate the lower layer pressure for the Gulf Stream. Note that while the
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method of initialization forces the model to enter a spin-up phase to bring the lower layer to
statistical equilibrium. A second method to initialize P2 is to use the model's own climatology.
Earlier experiments using numerical simulations of the Gulf of Mexico (Hurlburt 1986) and the
Gulf Stream (Fox et al. 1988) indicated that the forecast skill of the model improved as information
was added to the system. That is, forecasts in which the reduced gravity approximation was used
to initialize P2 showed the least skill; forecasts in which the model climatology was used to initialize

P2 showed increased skill; and forecasts in which the statistical inference technique was used
showed the greatest skill.

Forecasts were made using the present reference datasets and using the three alternatives for
defining the lower layer pressure field in the initial states. Table 6 summarizes the results of these
experiments. With only a single exception, the statistical inference technique provided the best
forecasts in all three subregions and in the overall evaluation domain for both I- and 2-week
periods. It is interesting to note that for these "real data" forecasts, the reduced gravity initialization
was slightly better than using the model's own climatology for initializing P2. Also, it should be
noted that all three methods provided forecasts that were better than persistence.

Table 6 - Summary of Forecasting All the Standard
Reference States But Varying the Method of Initializing the

Lower Layer Pressure Anomaly

Impact of P2 Initialization Method on Forecast Error (kin)

Results at +1 Week

Domain Persistence P2 Initialization Method

Red Gray. Model Ciim. Stat. Inf.

West 24.2 23.0 22.2 18.0

Center 34.7 33.3 33.9 30.0

East 38.2 34.3 39.2 35.0

Overall 32.4 30.1 31.6 27.4

Results at +2 Week

Domain Persistence P2 Initialization Method

Red Gray. Model Clim. Stat. Inf.

West 29.3 27.7 27.4 25.9

Center 53.6 46.1 49.4 40.9

East 45.0 40.9 45.0 37.8

Overall 42.6 38.0 40.3 34.7
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3.5 Geostrophic Velocity Initialization

The remaining model variables, the u and v components of velocity for each of the two layers
are computed geostrophically. For example, in the upper layer:

k f,# = -gVTT. (28)

where f is the Coriolis parameter (f'= 2o sin 0. where to is the angular velocity of the earth's
rotation and 0 is the latitude. k is a unit vertical vector, and i-s is the geostrophic component of the
current.

To examine the impact on the forecast skill of doing geostrophic velocity initialization, a series
of forecasts were made based on fields taken from a long model simulation of the Gulf Stream. In
each case, the model runs were compared to similar runs in which the velocities in the initial states
were replaced by those computed geostrophically from the "true" p, and P2 fields. The error in
the forecasts was measured using the same absolute axis offset measure as was used to evaluate the
forecasts that were based on actual data. Figure 16 shows a summary of the average forecast error
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Fig. 16- Impact on the forecast skill of doing only geostrophic velocity initialization, using model data. Top curve
is average persistence error and bottom curve is average forecast error for 19 cases Bars represent the standard error of
the mean
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and the average persistence error for intervals up to 28 days long, based on 18 independent experiments
Typically. the axis has an offset error of only 2 or 3 km at +2 weeks that can be attributed to the
lack of ageostrophic information in the initial state Note that most of this error is already apparent
at +1 day. with only a slight growth thereafter It is concluded that the lack of ageostrophi,
information in the initial state does not contribute significantly to forecast errors

3.6 Gravity Wave Filter

Despite the statistical inference of the lower layer and the geostrophic velocity initialization.
some dynamic imbalances will inevitably exist in the initial state One advantage of the primitise
equation model approach is that such imbalances will be converted to short-period gravity %aves.
which can easily be removed by selective filtenng. For the particular domain of this model, the dominant
gravity wave period is approximately 8 to 9 h. These waves are attenuated in the NRL circulation
model by a time-domain running average 2 with a time span of 8.5 h. which is applied once at 12 h
into the forecast and again at 24 h, after which no further gravit, wave filtering is done during the
remaining 2 weeks.

Figure 17 illustrates an example taken from a gridpoint in the model, which is awaý from the
stream in a relatively quiet region The top pair of graphs displays the unfiltered time series of
the sea surface height on the left and the Fourier amplitude spectrum on the right. The center pair
displays the same information but after the application of the gra% ity wave filter just described The
bottom pair displays a plot of the filter itself and its impulse response Since the filter is a simple
running average (with only the two elements on the edges being reduced in amplitude), it %, IlI
reduce the amplitude of frequencies well outside the period of the gravity waves- therefore, its
application must be restricted. In the present implementation of the OCEANS. this filter is applied
only twice and only during the initial 24 h of the forecast to minimize its effects

4.0 ROBUSTNESS OF FORECASTS

In this section, we focus on the degree to which the accuracy of the forecasts depends on
the accuracy of the initial and verification states. Unlike the observed sensitivity of GulfCast. the
DART OCEANS/GS 1.0 will be shown to provide highly robust forecasts.

Section 4. 1 poses, but does not answer, the question of what constitutes an "acceptable" level
of ,rror in an initial state and a forecast. Section 4.2 describes some of the sources of error in the
initial and verification states, and Sec. 4.3 describes a method used to estimate the gross magnitude
of this error. Section 4.4 summarizes the results of a large number of sensitivity studies, wherein
a series of initial states are perturbed using an error model designed to simulate the positional errors
described in Sec. 4.3. Correlated positional errors of an amplitude around 15 km are induced, and
the effect of these errors on the forecast are quantified. We will show that, in many cases, the
I- and 2-week forecasts are actually insensitive to errors of even this magnitude. Eddy shedding and
meander development and collapse are often relatively unaffected by these errors. Some forecasts,
however, did exhibit significant sensitivity to changes in the initial state.

2The "running average" filter was used because it is already implemented in the NRL PE circulation model Filters

that attach the gravity wave period more selectively have been designed and will be accepted by the newer model
codes
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EXAMPLE OF GRAVITY WAVE FILTER APPLICATION EXAMPLE OF GRAVITY WWE FILTER APPLICATION
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Fig. 17 - Example of the application of the filter used to remove gravity waves from the
forecast. See the text in Sec. 3.6 for details.
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Finally, Sec. 4.3 suggests a method to estimate the errors in any particular week's forecast,
based on the experience gained in these sensitivity studies. The suggestion is based on running a
series of Monte Carlo experiments to determine the regions of the Gulf Stream in which the
evolution is most sensitive to small changes in the initial front and eddy maps. This information
could be useful in highlighting the regions of the stream where the most accurate information is
required and would thereby permit a more efficient expenditure of such resources as AXBTs and
analyst working hours.

4.1 Defining the Acceptable Error Level

The determination of what constitutes an acceptable level of error in the forecast is beyond the
scope of this report. For some uses, errors of around 15 km might be acceptable, but errors of even
a few kilometers are unacceptable for others.

Results presented in this report show that the DART system, even in its preliminary form,
provides a forecast that is better than persistence. Comparing the location of the axis in the forecast
and the verification states showed that the error at I week was approximately 25 km. This error has
a number of sources, including the error in the verification state (which will be shown to be around
12 km) and the error in the initial state (another 12 km), which will cause the model to evolve
incorrectly. A large portion of the forecast axis position error (about 25 km) measured in the
evaluations is therefore likely due either directly or indirectly to errors in the initial and verification
states themselves. The number of in situ measurements required to define the initial position of the
fronts and eddies to (say) I-km accuracy would be astronomical. Therefore, as long as the system
remains essentially a "cold start" initialization, the types of errors we see in the initial state front
and eddy maps (and therefore in the forecasts as well) are unlikely to be significantly reduced.

The next DART nowcast/forecast system (DART OCEANS/GS 2.0, diagrammed in Fig. 1) will
include a method of updating based on the objective assimilation of new data (satellite altimetry
and other types). In this manner, the circulation model will act as an intelligent interpolator,
spreading out the sparse information available from satellites and ships. The error level in the
forecast will certainly be decreased as updating methods are included in future upgrades to the DART
system.

4.2 Effects of Frontal Position Errors

One of the difficulties in evaluating the forecast skill of nowcast/forecast systems is deciding
which errors are due to the initial and verification front and eddy maps and which are due to other
factors. Errors in the position of the front might not only be amplified by the subsequent forecast
but also could lead to large errors in the evaluation even when the forecast was performing well.
An accurate initial state and accurate forecast would be measured against a verification state that
might be erroneous. An attempt has been made to quantify both the accuracy of the initial states
and the effect of typical inaccuracies on the forecast skill.

The position of the Gulf Stream front contains errors from several sources:

* The data used to define the position of the front (and eddies) is generally not synoptic. Satellite
infrared photographs spread over several days might be used to find days with the least cloud cover.



Circulation Mckiel ExLperments of the Gulf Stream Using Satelhte-Derived Fields 33

* In some regions, there may be no data at all to define the front, in which case the "best guess"
of the operator must be used In some cases, persistence is used when new data are not available.

* Drawing the front can be a somewhat artistic practice, with the operator being given disjointed
and perhaps inconsistent pieces of a front. These pieces must be combined into a complete picture.
A manual "best fit" line is drawn through the data to provide the best educated guess as to the front
position Such programs as PATHFINDER (Horton 1989) can help to automate this process but still
yield a composite front that might not necessarily be accurate.

* The process of digitizing the front from a hand-drawn map also introduces errors. Our own
experience is that a root-mean-square error of as much as 8 km is introduced, even when the same
operator digitizes the location more than once.

These factors act together to produce a front that is grossly correct, but one that almost certainly
has positional errors associated with it-

4.3 Estimating Frontal Position Errors

Knowing that the forecast error will be due partially to the natural meander growth of the Gulf
Stream. and partially to errors in defining the location of the axis, it becomes necessary to estimate
the true meander growth rate (that is, how fast the error grows if we assume persistence as the
forecast)

The special cases developed for the CIMREP evaluation of GulfCast were produced using far
more data than is available in the operational products. These data are thus not representative of
the sorts of data quality routinely available. The CIMREP standard cases had the advantages
of large numbers of special AXBT surveys, more infrared data than will be routinely available and
considerably more working hours of expert analysis. This section focuses on the robustness of
operational forecasts, which must be initialized and verified without these advantages.

The position of the Gulf Stream axis for I year was extracted from standard NEOC front and
eddy maps This procedure provided 52 weekly estimates of the position as it appears in normal,
operational products The offset error was computed for delays of I to 6 weeks using all possible
causal permutations For example, there were 51 one-week error measures, 50 two-week errors, and
so on Figure 18. a summary of these results, clearly shows an error measure that starts low and
fairly rapidly asymptotes This plot represents data from only the central subdomain, but each of
the other subdomains displays similar behavior

Each NEOC bogus has associated positional errors. The data points presented in Fig. 18 thus
represent three components. errors in the two fields being compared, plus the natural meander
growth over that period Simply extrapolating the data points in the figure shows that the error will
not vanish as the time delay goes to zero.

To define the initial meander growth rate, the axis location was extracted from a long circulation
model simulation run The meander growth (as measured by the growth of persistence error) was
estimated over much longer periods as well. Figure 19 shows the results of this calculation using
data from the central subregion. The data are represented by the open circle symbols. Figure 19a
shows the evolution for comparison intervals up to 6 months, and Fig 19b focuses on the meander
growth for intervals out to 4 weeks The stream axis in the model evolves away from persistence
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Fig. 18 - Components of persistence error computed from a year of NEOC boguses (central region). Data is represented

by the symbols with error bars. Lowermost flat line is the computed average positional error in each bogus map. Middle
curve is the meander growth itself, and top curve is the meander growth plus the initial and verification state errors.

toward an asymptotic limit of around 100 km. Note the shape with which this evolution proceeds.
Rather than being a classic exponential shape with a "doubling time," it begins approximately as
a linear growth and becomes asymptotic after a few weeks. Each of the various subdomains analyzed
showed similar behavior, varying only in the asymptotic level reached and the speed with which
that limit was achieved. This analysis indicates that the amplitude and time scale of meandering
depends on location. Recalling Fig. 12, we see that the short-term forecasts also display meander
growth curves, which begin approximately linear and show a tendency to asymptote rather than to
grow exponentially. These observations will be used in the next section to define a meander growth
model, which will then be applied to a large data set of actual Gulf Stream axis locations to infer
approximate values of meander growth rates and errors in the axis locations.

4.3.1 The Error Model.

From the previous section. we saw that the meander growth manifests itself in the offset error
measure as a term that is initially linear, but one that asymptotes after several days or weeks. A
simple model fits these observations and the appearance of these curves:

E M) = r o( I - e-t1r ) (29)
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where E 0 will be the error between two front locations so far separated in time as to be decorrelated,
and T describes the time scale of the evolution. It can be thought of as a decorrelation time scale
for the evolution of the front. At day T, the error has already reached 63% of its maximum value.
By day 2T the error has reached 86% of its maximum, and the two fields can probably be considered
uncorrelated. This meander growth model was applied to the data in Fig. 19, and the results of
the best fit are plotted using a solid line. The parameters of the fit for this subregion, as well as
the others, are shown in the box.

If we had a series of absolutely accurate positions of the true Gulf Stream front, we could
directly compute the parameters in Eq. (29), but we know that our boguses also include some
random positional error (as described in Sec. 4.2). Assuming that this error is not correlated with
the position of the front in later weeks, we can model the error between any two fields separated
by a time t as

2 2 ' 2e (t) = a, + 0ý + E (t). (30)

This computation says that the error between the two fields will be composed of three inde-
pendent parts: the positional error (noise) in the first field, the positional error in the second field,
and a term resulting from the evolution of the front between the two times. If we assume that the
error in any given initial state is about the same, the total error can be modeled simply as

e -2(t = 2a 2 + E 2(). (31)

4.3.2 Results

One full year of weekly NEOC boguses was used to compute the errors between fields sepa-
rated by I week, 2 weeks . . . 6 weeks. The error model in Eq. (31) was fit to these data and used
to compute estimates for the typical errors in the initial states (a), the decorrelation time scale for
the true evolution of the stream (t), and the error between decorrelated fields (E 0).

Using procedures available in the SAS statistical analysis package (SAS Institute 1988), the
individual weekly error estimates were reduced to average errors for delays of I through 6 weeks.
A nonlinear least-squares procedure was used to directly fit these data to the model's combining
error and evolution as described above. The analysis was done for the entire region, as well as the
western, central and eastern regions defined by the CIMREP evaluation.

Table 7 contains the "raw" data used in the fitting process. It displays the persistence error for
delays between I week and 6 weeks. Although axis positions from 52 bogus maps were available,
the operators occasionally had no information in a particular region and simply used persistence
from the previous week in their estimate of the new bogus. The single week-to-week error measurements
were edited to discard measurements that were too small.

Note that in the eastern region, the persistence estimate appears to be much worse for the
evolution of the stream than in the other two regions. This result might be due either to
the actual evolution of the stream or to larger errors in the boguses. The following analysis will
show that the errors in the initial states are essentially the same in all three regions, and that the
large errors in persistence are therefore due to the actual evolution of the stream being more
"vigorous" in that region, a fact confirmed by Fig. 14.
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Table 7 - Average Persistence Errors for
Various Delays, Based on a

Year of NEOC Boguses

Persistence Errors (km) for Various Delays

Region Delay (weeks)

2 3 4 5 6

West 22.7 30.2 33.7 35.9 37.8 38.3

Center 29.0 37.8 4037 42.4 43.4 44.7

East 35.7 48.7 57.5 62.3 62.2 63.9

Whole 29.4 39.4 44.1 46.5 47.2 48.1

Table 8 - Results of Best Fit of Error Model to Persistence
Error Growth with Time, Using I Year of NEOC Boguses

Meander Growth Model Parameters

Region a (kin) e 0 (kin) 't (days) Residual (kin)

West 11.2 ± 1.0 35.7 ±0.5 11.3 ±0.9 0.22

Central 13.1 ± 2.2 40.2 ± 1.2 8.6 ± 0.9 0.47

East 12.8 ± 3.9 62.6 ±1.2 10.5 ± 1.1 1.43

Whole 11.4 ± 0.9 45.5 ± 0.3 9.0 ± 0.3 0.05

Table 8 summarizes the results of the nonlinear least-squares best fit by region. The estimate
of the error in the bogus maps is fairly consistent around 12 km. The decorrelation time scale is
also fairly consistent at about 10 days. In the eastern region, the axis of the Gulf Stream evidently
tends to "flap around" more than in the other regions (consistent with Fig. 14); the error between
decorrelated fields is about 60 km, compared to around 40 km in the western and central regions.
The fits in all the regions are quite good: the residual root-mean-square error is less than I km,
except in the eastern region, where the error in the fit is still less than 2 km.

These estimates for typical errors in the bogus maps are consistent with estimates made by the
NAVOCEANO (comparing their normal method of generating the operational axis location to in
situ bathythermograph information) and the GulfCast project at Harvard. In their analysis of the
accuracy of the Gulf Stream frontal axis in the initial and verification states, the GulfCast group
estimated that the front is generally defined to lie in a band of uncertainty with a full width of
approximately 30 to 40 km. This is consistent with an average offset error of 10 to 12 km. Com-
paring the operationally routine Gulf Stream frontal axis location with that derived using in situ
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BT information, the operational product was estimated to have an offset error of typically 10 to
15 km (C. Horton, NAVOCEANO, pers. comm).

In addition, we can compute the rate at which the stream axis initially evolves away from its
initial location by looking at the small t behavior of Eq. (31). In the limit of small t, the error
growth becomes: r (1) = E ou/t. The term E 0/T has the units of km/day and gives the initial growth
rate of the meanders. Using the figures from Table 8, the overall rate is 5.0 km/day. Focusing on
the three subdomains, the meander growth rates are 3.2 km/day in the western region, 4.7 km/day
in the central region, and 6.0 km/day in the eastern region.

Figure 18, an example of how well the error and meander growth model fits the Gulf Stream,
displays the original data from Table 7 for the central region, along with the best fit using the
parameters from Table 8. The short vertical bars represent the mean and standard error of persis-
tence computed from a year of NEOC boguses for delays of I to 6 weeks. The line passing through
these vertical bars is the final composite error model (Eq. 31). The horizontal line near the bottom
is the value of a, that is, the estimate of the typical error in the boguses themselves for the central
subregion. The curve that passes through the origin is the meander growth term alone, as given by
Eq. (29). In the overall domain and in each of the subregions, the meander growth model fits the
persistence data computed form the year of NEOC boguses similarly well.

Comparing the meander growths from the NEOC boguses (Table 8, Fig. 18) to the parameters
derived from the circulation model (Fig. 19). we note that the time scale of the evolution is
consistently around 10 days in both datasets. The exception is that the evolution in the western
subregion of the circulation model is considerably slower. The amplitude of the meanders is somewhat
larger in the model than that inferred from the NEOC data, particularly in the central subregion
where the model has meanders that are twice the amplitude seen in the data. This limitation is most
likely caused by modeling the Gulf Stream with only two active layers. The model developers have
since moved on to three (and more) layer versions of the primitive equation circulation model that
appear to behave more realistically. Increasing the number of layers obviously will require increased
computer resources, but this model will still retain a considerable advantage over the multileveled
circulation models.

4.4 Sensitivity to Positional Errors in Initial States

To investigate the effects on the forecasts of errors of about 12 km in the position of the Gulf
Stream axis (that is, a 25-km-wide envelope of uncertainty), a set of parallel forecasts was per-
formed based on distorted versions of the reference initial states. Rather than drawing alternate axis
positions by hand for each of these initial states, a program was written to apply a positional error
model to a field. This model, normally referred to as the rubber sheet (Clarke 1990) error model
because of the manner in which it performs its distortion of a field, shifts the data in a random but
correlated manner. The distortion is tapered along the model boundaries so that the boundary
conditions (such as the inflow transport) are not changed.

Figure 20 compares several forecasts based on II "rubber sheet" deformations of a particular
initial state. That is, 10 unique realizations of the rubber sheet model were used to provide 11
(including the undistorted case) slightly different versions of that state. Each of these versions was
used in a 2-week forecast run to display the effects on the forecast of small positional errors.
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Fig. 20 - Envelope of stream axis locations from a set of forecasts based on several "rubber sheet"
deformations of a particular initial state. Figure (a) shows the axis positions in the I I initial states.
Figures (b) and (c) show the axis positions after I- and 2-week forecasts, respectively. Note the
general insensitivity of the forecast to small errors in the initial states except in isolated regions.
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Immediately apparent in the figure is the fact that the overall envelope that contains the Gulf
Stream axis position does not appear to enlarge with time. The average absolute offset errors of
12 km in the initial states increase to only 14 km at +2 weeks. Performing these deformations on
all the CIMREP datasets, we find that even eddy/stream interactions (shedding and absorption) are
sometimes not significantly affected by these positional errors.

Note that for each of the initial states there was always a distorted version that yielded an
improved forecast (as verified by comparison to the undistorted verification states). That is, it was
always possible to create an initial state for which the axis location was within the 12-km error
bounds (and therefore still a legitimate version of the data) and for which the forecast improved upon
the undistorted case by at least 10 km. For each alternate initial state that yielded an improved
forecast, however, there was also a version that yielded a degraded forecast. In any event, such a
methodology (referred to as hindcasting) is not relevant to the problem of forecasting, for which
no data are ever available. Hindcasting is useful in creating improved versions of past datasets but
provides no useful forecast information.

4.5 Operational Monte Carlo Forecast Scenario

The sensitivity studies suggested a method for doing operational forecasts that can provide not
only an estimate of the evolution of the Gulf Stream, but also a confidence range. In one scenario,
the initial state for "today" can be created, and a series of rubber sheet forecasts can be made in
a Monte Carlo procedure. The results of these forecasts will immediately show where the modeled
evolution of the stream is most sensitive to its initial state, and will thus highlight the regions
that require special attention. In Fig. 20, for example, the forecast (based on the initial state on
06 May 1987) shows regions of eddy shedding around 67°W and 57°W, which appear to be at least
somewhat sensitive to the initial state. Depending on the operational requirements for forecast skill
in these locations, additional effort in improving the initial states should clearly be focused on these
two areas. Numerous similar meander situations in the other initial states, however, do not show
this sensitivity. A Monte Carlo approach to forecasting could thus provide a quick way of getting
useful information on where to deploy resources (bathythermographs and operator care in creating
the initial field).

5.0 COMPUTATIONAL REQUIREMENTS

This section addresses the computation requirements of the DART OCEANS/GS 1.0 system. In
summary, it would require approximately a full day of computer time on a desktop computer, such
as a Hewlett-Packard (HP) 9000/835 or a Sun SPARCstation 1, to perform a 2-week Monte Carlo
forecast as outlined in this section. The same set of forecasts on the CRAY Y-MP at NAVOCEANO
would require only about 0.5 h. If an operational bogus is prepared every 3 or 4 days, only a one-
fourth to one-third of the time available on the HP 9000/835 would be required to perform the
Monte Carlo forecasts. This technique is therefore viable even on relatively small computers.

The complete DART OCEANS/GS 1.0 was developed and evaluated on several computers,
including a VAX 8800, an Alliant FX/80, an HP 9000/835, Sun workstations, and the Cray Y-MP
8/8128 at NAVOCEANO. The largest component of the system is the primitive equation circulation
model, which requires approximately 8 Mbytes of main memory to be able to run without the need
to swap to disk. The requirements for OTIS 2.1 are approximately half that. The system can thus
be run on typical desktop computers. Except for the Y-MP, on each of these machines, approximately
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50 min of central processor time is required to perform a 1 -week forecast. 3 Using a single processor
on the Y-MP, a 2-week forecast (including initialization) is completed in about 90 s.

All software and subroutine libraries included in the system were either developed within the
Navy or are public domain (such as EISPACK and LINPACK): no vendor proprietary licenses are
required. This option will facilitate the eventual movement of the system to the Tactical Environmental
Satellite System, which is capable of performing the forecasts described in this report.

6.0 SUMMARY AND CONCLUSIONS

The DART project team at NRL developed and transitioned to operations the first Gulf Stream
forecasting system that provides skillful estimates for locating the stream out to 2 weeks using only
standard, operationally available data.

Key developments that permitted this achievement included the following.

* The development at NRL of a primitive equation ocean circulation model of the Gulf Stream
region that properly represents the mesoscale features, the patterns of variability, and the evolution
time scales of the region.

e The proper and optimum use of satellite-derived data (such as infrared and altimetry) to
produce a field of surface dynamic height.

* The use of this surface information to initialize the multilayer circulation model in a dynamically
balanced and consistent manner.

The dynamically balanced initialization of the circulation model was made possible by the
development at NRL of a technique to relate surface and subsurface pressure anomalies. Residual
small imbalances are removed during the first 24 h of a forecast using a short-period gravity wave
filter.

Wherever possible, the DART project has attempted to use standard operational data products,
such as the bogus messages created at NAVOCEANO, and computer programs, such as OTIS and
OCEANS, to minimize the impact on the operational centers.

Although the system has the capability of using in situ surveys, which are expensive and
resource consuming, it has shown skill in forecasting the Gulf Stream using routinely available
and relatively inexpensive operational data provided by satellites. Using a Monte Carlo approach,
we have shown that small errors in the estimated location of the Gulf Stream usually do not amplify
into large errors in the forecast. This same approach can be used to highlight those isolated areas
where additional care in the analysis of existing satellite data or the acquisition of in situ data could
improve the forecast.

3 In the case of the Alliant, only a single computational element is used. If a cluster size of six elements is used
and the program run in parallel mode, the run time is reduced to about 15 min per forecast week.
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7.0 RECOMMENDATIONS

The approach taken by NRL for developing nowcast and forecast systems has proven to be
successful in the Northwest Atlantic. The applicability of the approach must now be evaluated in
other regions. Initially, the other major western boundary current the Kuroshio will be examined.
From there, basin and finally global scale nowcast/forecast systems will be built.

An "error budget" for the present forecast system must be developed to determine the factors
that might limit further improvements. The standard operational boguses for the Gulf Stream region
have positional errors of about 10 km, so that the I-week forecast skill is expected to have a lower
limit of about 15 km. Since the actual errors are higher, the source of the additional error must be
in the various modules that make up the system. Each of these sources should be investigated to
make certain that their contribution to the forecast skill is maximized.
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